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Abstract

Nursing narratives are an important part of patient documentation, but the possibilities to utilize them in the direct care process are limited due to the lack of proper tools. One solution to facilitate the utilization of narrative data could be to classify them according to their content. In this paper, we addressed two issues related to designing an automated classifier: the agreement on the content of the classes into which the data are to be classified, and the ability of the machine-learning algorithm to perform the classification on an acceptable level. The data we used were a set of Finnish intensive care nursing narratives. By using Cohen’s \( \kappa \), we assessed the agreement of three nurses on the content of the classes Breathing, Blood Circulation and Pain, and by using the area under ROC curve (AUC), we measured the ability of the Least Squares Support Vector Machine (LS-SVM) algorithm to learn the classification patterns of the nurses. On average, the values of \( \kappa \) were around 0.8. The agreement was highest in the class Blood Circulation, and lowest in the class Breathing. The LS-SVM algorithm was able to learn the classification patterns of the three nurses on an acceptable level; the values of AUC were generally around 0.85. Our results indicate that one way to develop electronic patient records could be tools that handle the free text in nursing documentation.
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1 Introduction

During the past years, health-care providers have been changing paper-based patient records to electronic ones. This has, on one hand, made more data available on each patient, but on the other hand, also offered new possibilities to utilize the gathered data. However, the effects of this switch have not only been positive. It has been found that electronic charting may not provide nurses with more time for tasks unrelated to manipulating data [1, 2], and that electronic systems support nurses in gathering information, but not in the active utilization of it [3].

Especially problematic is the active utilization of narrative data, in particular when the patient stays in the ward for several days, and the amount of documentation is large. In intensive care units, a variety of artificial intelligence techniques can already be used to process the numerical or structured data in the patient records (e.g. [4]), but due to the lack of proper tools, the possibilities to utilize narrative data are still limited. Our approach to facilitate the utilization of narratives is to develop automatic tools that classify texts, and thus make it easier to retrieve relevant information e.g. when a nurse needs to build a general picture of narratives describing patient’s breathing.

In the medical domain, classification has recently been applied e.g. to classifying texts such as chief complaint notes, diagnostic statements, and injury narratives into different kinds of syndromic, illness and cause-of-injury categories [5, 6, 7, 8]. There is, however, little research on the automated processing of nursing narratives [9].

In this paper, we use a machine-learning approach, i.e. an algorithm that learns the classification patterns directly from pre-classified data, to classify Finnish intensive care nursing narratives. We address two issues related to designing a classifier: the agreement on the content of the classes into which the data are to be classified, and the ability of the classification algorithm to perform on an acceptable level. The classes used in this study are Breathing, Blood Circulation and Pain, and the machine-learning algorithm is the Least Squares Support Vector Machine algorithm.

2 Material and Methods

2.1 Material

The data we used were a set of Finnish intensive care nursing narratives. The documents were gathered, with proper permissions and without any identification information, in the spring of 2001 from 16 intensive care units, two or three documents per unit. In total, we had 43 copies of anonymous patient records with nursing notes written down during one day and night.

The style of the documentation varied from one nurse to another: some had written short sentences such as "Hemodynamics ok. Very tired.,” whereas others
had written long sentences in which different matters were separated with commas. In order to standardise the style of the documentation, we divided the long sentences into smaller pieces consisting of one matter or thought. This was done manually by one of the authors with nursing experience, and resulted in 1363 pieces, with the average length of 3.7 words.

2.2 Methods

We chose to classify the data according to classes Breathing, Blood Circulation and Pain. The selection of breathing and blood circulation was due to the emphasis in intensive care nursing, which is on the monitoring, assessment and maintenance of vital functions [10]. Pain was chosen because due to their critical illnesses, patients are often incapable of communicating, and nurses must assess the level of pain relying only on different kinds of behavioural and physiological indicators [11], and thus the documentation of pain was supposed to differ from the one of breathing or blood circulation. The classification process was done as three separate classification tasks, i.e. each of the classes was considered separately of the others.

In order to assess the agreement on the content of the three classes, we asked three nurses to manually classify the data, independently of each other. They were advised to label each text piece they considered to contain useful information given the specific class. All the nurses were specialists in nursing documentation; two had a long clinical experience from intensive care units (\(N_1\) and \(N_2\)), and one was an academic nursing science researcher (\(N_3\)). We measured the agreement on the content of the classes by using Cohen’s \(\kappa\) [12]. Cohen’s \(\kappa\) is a chance-corrected measure of agreement, which considers the classifiers equally competent to make judgments, places no restriction on the distribution of judgments over classes for each classifier, and takes into account that a certain amount of agreement is to be expected by chance. It is an appropriate measure especially in situations like this when there are no criteria for correct classification.

In order to test the performance of the machine-learning algorithm, we divided the data classified by the nurses into a training set and a test set so that 708 out of the total of 1363 text pieces belonged in the training set, and the remaining 655 pieces in the test set. The division was done so that text pieces from one document belonged only to one of the two sets. The machine-learning algorithm we used was a Least Squares Support Vector Machine (LS-SVM) [13], which is a technique that has been shown to yield good results on classification problems (e.g. [14]). Nine automated classifiers were trained by using the training data labelled by the three nurses, i.e. one classifier for each nurse-class pair. In order to reduce different inflection forms of the words, the data were pre-processed with the Snowball stemmer for Finnish [15]. The performance of the algorithm was measured with respect to the test data by using the area under ROC curve (AUC) [16], which corresponds to the probability that given a randomly chosen positive
example and a randomly chosen negative example, the classifier will correctly determine which is which.

All the statistical analyses were performed with SPSS 11.0 for Windows.

3 Results

3.1 Agreement on the content of the classes

The amount of data the nurses included in the classes Breathing, Blood Circulation and Pain was, respectively, around 20%, 15%, and 6% of the 1363 text pieces. This reflects the extensive content of the narrative documentation, and illustrates the difficulty of finding relevant information from large amounts of text.

Table 1: The values of Cohen’s $\kappa$ and the respective 95% confidence intervals (CI) for the agreement between the three nurses.

<table>
<thead>
<tr>
<th></th>
<th>Breathing $\kappa$ 95% CI</th>
<th>Blood Circulation $\kappa$ 95% CI</th>
<th>Pain $\kappa$ 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1 - N_2$</td>
<td>0.73 (0.68-0.78)</td>
<td>0.89 (0.85-0.92)</td>
<td>0.88 (0.82-0.94)</td>
</tr>
<tr>
<td>$N_1 - N_3$</td>
<td>0.67 (0.62-0.72)</td>
<td>0.81 (0.77-0.86)</td>
<td>0.79 (0.73-0.86)</td>
</tr>
<tr>
<td>$N_2 - N_3$</td>
<td>0.85 (0.82-0.89)</td>
<td>0.87 (0.83-0.90)</td>
<td>0.76 (0.69-0.83)</td>
</tr>
</tbody>
</table>

The comparisons between the nurses showed that the text pieces describing blood circulation were selected quite similarly ($\kappa > 0.80$ in each comparison), whereas there were more differences in selecting text pieces related to pain or breathing (Table 1). The range of the values of $\kappa$ was the largest, from 0.67 to 0.85, in the class Breathing. In addition, given the classes Pain and Blood Circulation, the two clinical nurses $N_1$ and $N_2$ where the most unanimous in the classification, whereas in the class Breathing, the clinical nurse $N_2$ and the nursing science researcher $N_3$ were the most unanimous.

3.2 Learning ability of the LS-SVM algorithm with respect to the data classified by the nurses

The learning ability of the LS-SVM was tested in two ways. Firstly, we tested the LS-SVM classifiers against test data classified by the same nurse whose data was used when training the algorithm. The results showed that the algorithm was able to learn the classification patterns from the training set (Table 2). The values of AUC were in general around 0.85. The highest values, from 0.89 to 0.93, were achieved for the classification of blood circulation statements, whereas the lowest, from 0.71 to 0.81 were measured for the class Pain. Except the class Pain, the performance of the algorithm was on a similar level in the classes independently
of the nurse whose classification was used to train the algorithm, also in the class
Breathing, in which the disagreement between the nurses was the highest.

Table 2: The values of AUC and the respective 95% confidence intervals (CI) for
the automatic classifiers.

<table>
<thead>
<tr>
<th>Class</th>
<th>Breathing</th>
<th>Blood Circulation</th>
<th>Pain</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>95% CI</td>
<td>AUC</td>
<td>95% CI</td>
</tr>
<tr>
<td>$N_1$</td>
<td>0.86</td>
<td>(0.82-0.90)</td>
<td>0.89</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.88</td>
<td>(0.85-0.91)</td>
<td>0.93</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.87</td>
<td>(0.84-0.91)</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Secondly, we tested the classifiers against test data classified by other nurses
than the one whose data was used when training the algorithm. The values of
AUC were calculated for the total of six comparisons in each of the three classes,
and based on these comparisons, we measured the average decrease in the values
of AUC compared with the situation in which both the training and the testing
data were classified by the same nurse. The average decrease in the values was
0.06 in the class Breathing, and 0.01 in the class Pain. In the class Blood Circu-
lation, the decrease was 0.00, i.e. given a manual classification, the two LS-SVM
classifiers trained with other data than that of the given nurse performed as well
as the classifier trained by using the classification of the given nurse.

4 Discussion

We have here assessed the agreement of three nurses on the content of the classes
Breathing, Blood Circulation and Pain by using Cohen’s $\kappa$, and the ability of
the LS-SVM machine-learning algorithm to learn the classification patterns of
the nurses by using AUC as the outcome measure. On average, the values of $\kappa$
were around 0.8. According to the obtained AUC values, the LS-SVM algorithm
performed on an acceptable level; the values were generally around 0.85, and the
decreases in these were rather small when using test data classified by another
nurse than the one who classified the training data.

The disagreement cases between the nurses appeared to be due to not only the
subjective considerations and interpretations on what information was important
given a specific class, but also to matters such as the different handling of non-
standard abbreviations. For example, one of the nurses decided not to accept
any text pieces containing non-standard and ambiguous abbreviations to belong
in any class, whereas the others classified these pieces based on the meaning they
thought the abbreviations could have in the context they appeared. The effects of
the subjective considerations on important information were the most visible in
the classes Breathing and Pain. For example, given the class Breathing, nurses
disagreed on whether or not the statements related to the slime in patient’s lungs should be included in the class, and given the class Pain, the disagreements were mainly due to sentences such as "Reacted to interventions by moving extremities and furrowing eyebrows”, which did not include any direct mention of pain.

According to the obtained values of AUC, the learning ability of the LS-SVM algorithm was on a rather high level. The results for the classes Blood Circulation and Breathing were good, and the performance in the class Pain was somewhat lower mainly due to the small amount of available data and the different nature of the documentation. The sentences in the classes Blood Circulation and Breathing contained many keywords, such as heart rate, blood pressure, and hemodynamics in the class Blood Circulation, and oxygen saturation, respirator, and intubation in the class Breathing. In contrast to these, the class Pain included more non-direct statements, in which there were no keywords present. Compared to the other nurses, the nurse $N_2$ included fewer non-direct statements in the class Pain, which explains the differences between the automated classifiers in that class. The results also showed that in the class Blood Circulation, there were no decreases in the values of AUC when using test data classified by another nurse than the one with whose classification the algorithm was trained. The decreases in the values of AUC in the classes Breathing and Pain reflect the nurses’ agreement on the content of these classes; in the class Blood Circulation, the values of where higher than in the classes Breathing and Pain.

In order for the machine-learning based classification to be useful in the intended application area, the performance of the algorithm needs to be on a satisfactory level, but also the training data needs to be well established. In this establishment, the disagreement cases between the nurses can be handled in different ways. On one hand, they could be taken into further consideration in order to reach a consensus on them, but on the other hand, if they are considered to include valuable information about the domain, the utilization of them in establishing the training data is justified. For example, our results revealed that with the pain statements, all the nurses did not include in the class expressions such as "Reacted against when turning him over.”, in which the nurse does not explicitly denote the presence of pain. These disagreement cases could be considered e.g. as weaker pain statements than those on which all the nurses agreed, and this information could be used to give different weights to different kinds of statements with respect to the given class.

Our results showed that the LS-SVM algorithm performed on an acceptable level. However, improvements could be gained e.g. by using more training data, and by increasing the pre-processing of the data. Here we used a stemmer to reduce different inflection forms of the words, but because Finnish is a highly inflectional language, techniques that find the real base form instead of just stemming could make the data less sparse and increase the performance of the algorithm. Another topic of further research is the automation of the pre-processing of the long sentences, which here was done manually by one researcher, and is thus a
possible source of bias. Further research is also needed to assess the performance of the algorithm on other classes than the three used in this study.

5 Conclusion

Given the classes Breathing, Blood Circulation and Pain, the nurses had somewhat different opinions on the optimal content of them, and these differences could be utilized when designing an automated classifier. The LS-SVM algorithm was able to learn classification patterns from the data classified by the nurses, and its performance on unseen material was on an acceptable level. We conclude that one way to develop electronic patient records could be tools that handle the free text in nursing documentation.
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