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1 Introduction

This extended abstract is an announcement of a paper with A. Glen in preparation [4].

A few months ago JPA came across a paper of Y. Bugeaud and A. Dubickas [6] where the authors describe all irrational numbers $\xi > 0$ such that the fractional parts $\{\xi b^n\}, n \geq 0$, all belong to an interval of length $1/b$, where $b \geq 2$ is a given integer. They also prove that $1/b$ is the minimal length having this property. An interesting and unexpected result in their paper is that, when the interval of length $1/b$ is closed, these irrational numbers are exactly the positive real numbers whose base $b$ expansions are characteristic Sturmian sequences on $\{k, k+1\}$, where $k \in \{0, 1, \ldots, b - 2\}$. (Recall that characteristic Sturmian sequences are codings of nonperiodic trajectories on a square billiard that start from a corner.)

2 More on Bugeaud-Dubickas’ result

Looking at the proofs in [6] one sees that the core of the result is the following property:

Theorem 1. A binary sequence $u := (u_n)_{n \geq 0}$ is a characteristic Sturmian sequence if and only if, for all $k \geq 0$,

$$0u \leq T^k u \leq 1u$$

where $T$ is the shift defined by $T((u_n)_{n \geq 0}) = (u_{n+1})_{n \geq 0}$ and the order is the lexicographical order.
Actually this theorem was known before. It was indicated to JPA by G. Pirillo (who published it in [12]): JPA suggested that this could well be already in a paper by S. Gan [8] under a slightly disguised form (which is indeed the case). Also J.-P. Borel and F. Laubie proved one direction of the above theorem, namely that characteristic Sturmian sequences satisfy the inequalities $0u \leq T^ku \leq 1u$ [5].

3 Generalizations

Two directions for generalizations are possible. One is purely combinatorial and looks at generalizations of Sturmian sequences (in particular episturmian sequences that have some aspects of Sturmian sequences and similar extremal properties) or characterizations of finite words related to (epi)sturmian sequences, see [11, 13, 9, 10]. The other is number-theoretic and looks at distribution modulo 1 from a combinatorial point of view: recent papers of Dubickas go in this direction; we cite one of them showing an unexpected occurrence of the Thue-Morse sequence [7].

4 The Thue-Morse sequence shows up

In the paper of Dubickas [7] the Thue-Morse sequence appears when studying the “small” and “large” limit points of $\|\xi(p/q)^n\|$ the distance to the nearest integer of the product of any nonzero real number $\xi$ by the powers of a rational. Interestingly enough this sequence appeared in 1983 in another question of distribution as a by-product of the combinatorial study of a set of sequences related to iterating continuous maps of the unit interval, see [1, 2, 3].

Theorem 2. Define the set $\Gamma$ by

$$\Gamma := \{x \in [0,1], 1 - x \leq \{2^kx\} \leq x\}.$$  

Then the smallest limit point of $\Gamma$ is the number $\alpha := \sum a_n/2^n$, where $(a_n)_{n \geq 0}$ is the Thue-Morse sequence. The set $\Gamma$ contains only countably many elements less than $\alpha$ and they are all rational. Furthermore any segment on the right of $\alpha$ contains uncountably many elements of $\Gamma$. This structure around $\alpha$ repeats: $\Gamma$ is a fractal set.

The reader will have guessed that the above theorem is a by-product of the combinatorial study of the set

$$\Gamma := \{u \in \{0,1\}^\mathbb{N}, \forall k \geq 0, \pi \leq T^ku \leq u\}$$

where $\pi$ is the sequence obtained by switching 0’s and 1’s in $u$ (see [1]).
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Abstract

Recently, the notion of return words has appeared in various branches of mathematics, for instance in Symbolic Dynamical Systems and Number Theory. This mathematical tool has been introduced by Durand [2] in order to obtain a nice characterization of primitive substitutive sequences. Roughly speaking, for a given factor $w$ of the infinite word $u$, a return word of $w$ is a segment between two successive occurrences of the factor $w$. Using return words, Vuillon in [9] has found a new equivalent definition of sturmian words. He has shown that an infinite word $u$ over a biliteral alphabet is sturmian if and only if any factor of $u$ has two return words.

A natural generalization of sturmian words to a multilateral alphabet is provided by Arnoux-Rauzy words. Justin and Vuillon have proved that Arnoux-Rauzy words of order $m$ have for every factor exactly $m$ return words.

Here, we present three very simple ideas which enable to determine easily the number of return words in some infinite words.

- The first observation is that for study of return words of an infinite uniformly recurrent word $u$, it suffices to limit the considerations to bispecial factors of $u$.

- We show the importance of Rauzy graphs for determination of the number of return words.

- In case of infinite words invariant under a substitution, we will make use of the relation between return words of a factor $w$ and return words of its image.
In this abstract, we give a new and very short proof of the number of
return words for Arnoux-Rauzy sequences using the ideas above. Let us
mention results concerning return words of infinite words
\( u_\beta = (u_n)_{n \in \mathbb{N}} \) which are associated with simple Parry numbers. The infinite word \( u_\beta \) codes
the sequence of gaps between successive \( \beta \)-integers \( \mathbb{Z}_\beta \) and it is the fixed
point of the canonical substitution associated with \( \beta \). Simple Parry number is
an algebraic integer \( \beta > 1 \) having a finite Rényi expansion of unity
\( d_\beta(1) = t_1 \ldots t_m \). In this case, the alphabet of the infinite word \( u_\beta \) contains \( m \) letters.
In [4], it has been proven that the infinite word \( u_\beta \) is Arnoux-Rauzy if and
only if \( t_1 = \cdots = t_{m-1} \) and \( t_m = 1 \). Consequently, in this case, the
number of return words is equal to \( m \) for every factor of \( u_\beta \). We show that
the same statement about return words holds if \( t_m \geq 2 \) and
\( t_1 > \max\{t_2, \ldots, t_{m-1}\} \).

1 Preliminaries

An alphabet \( \mathcal{A} \) is a finite set of symbols called letters. A concatenation of letters
is a word. The set \( \mathcal{A}^* \) of all finite words (including the empty word \( \varepsilon \)) provided
with the operation of concatenation is a free monoid. The length of a word
\( w = w_0w_1w_2 \cdots w_{n-1} \) is denoted by \( |w| = n \). We will deal also with right-infinite
words \( u = u_0u_1u_2 \cdots u \). A finite word \( w \) is called a factor (subword) of the word \( u \)
(finite or infinite) if there exist a finite word \( w^{(1)} \) and a word \( w^{(2)} \) (finite or infinite)
such that \( v = w^{(1)}ww^{(2)} \). The word \( w \) is a prefix of \( u \) if \( w^{(1)} = \varepsilon \). Analogically,
\( w \) is a suffix of \( u \) if \( w^{(2)} = \varepsilon \). A concatenation of \( k \) letters \( a \) will be denoted by \( a^k \),
a concatenation of infinitely many letters \( a \) by \( a^\omega \).

Let \( w \) be a factor of an infinite word \( u \) and let \( a, b \in \mathcal{A} \). If \( wa \) is a factor of \( u \),
then we call \( a \) a right extension of \( w \). Analogically, if \( bw \) is a factor of \( u \), we call
\( b \) a left extension of \( w \). We will denote by \( Rext(w) \) the set of all right extensions
of \( w \) and by \( \deg_+(w) \) the number of right extensions of \( w \). Analogically, the set of
left extensions of \( w \) will be denoted by \( Lext(w) \) and its cardinality by \( \deg_-(w) \).

**Definition 1.1.** Let \( w \) be a factor of an infinite word \( u \). The factor \( w \) is called

- **right special** if \( \deg_+(w) > 1 \),
- **left special** if \( \deg_-(w) > 1 \),
- **bispecial** if \( w \) is right special and left special.
We will denote by \( \mathcal{L}(u) \) (language on \( u \)) the set of all factors of a word \( u \). \( \mathcal{L}_n(u) \) denotes the set of all factors of length \( n \) of the word \( u \), clearly
\[
\mathcal{L}(u) = \bigcup_{n \in \mathbb{N}} \mathcal{L}_n(u).
\]

**Definition 1.2.** Let \( w = w_0 w_1 \ldots w_l \) be a factor of an infinite word \( u = u_0 u_1 u_2 \ldots \). Then we call occurrence of \( w \) an integer \( j \) such that \( u_j u_{j+1} \ldots u_{j+l} = w_0 w_1 \ldots w_l \).

**Definition 1.3.** Let \( w \) be a factor of an infinite word \( u \) and let \( i, j \) be its successive occurrences, then \( u_i \ldots u_{j-1} \) is a return word of \( w \). The set of all return words of \( w \) is denoted by \( M(w) \), i.e.
\[
M(w) = \{ u_i \ldots u_{j-1} \mid i, j \text{ being the successive occurrences of } w \}.
\]

**Definition 1.4.** An infinite word \( u \) is called uniformly recurrent if for any positive integer \( n \) there exists a positive integer \( R(n) \) such that in any factor of \( u \) of length \( R(n) \) all factors of length \( n \) appear.

**Remark 1.** If \( u \) is a uniformly recurrent word, then for any factor \( w \), the set of return words of \( w \) is finite.

The measure of variability of local configurations in \( u \) is expressed by the factor complexity function (or simply complexity) \( C_u: \mathbb{N} \to \mathbb{N} \), which associates with \( n \in \mathbb{N} \) the number \( C_u(n) := |\mathcal{L}_n(u)| \). One can show that a word \( u \) is aperiodic if and only if \( C_u(n) \geq n + 1 \) for all \( n \in \mathbb{N} \). Infinite aperiodic words with the minimal complexity \( C_u(n) = n + 1 \) for all \( n \in \mathbb{N} \) are called sturmian words. These words are studied intensively, several different definitions of turmian words can be found in [1].

A mapping \( \varphi \) on the free monoid \( \mathcal{A}^* \) is called a morphism if \( \varphi(vw) = \varphi(v)\varphi(w) \) for all \( v, w \in \mathcal{A}^* \). Obviously, for determining the morphism, it suffices to give \( \varphi(a) \) for all \( a \in \mathcal{A} \). The action of a morphism can be naturally extended on right-sided infinite words by the prescription
\[
\varphi(u_0 u_1 u_2 \cdots) := \varphi(u_0)\varphi(u_1)\varphi(u_2) \cdots
\]
A non-erasing morphism \( \varphi \), for which there exists a letter \( a \in \mathcal{A} \) such that \( \varphi(a) = aw \) for some non-empty word \( w \in \mathcal{A}^* \), is called a substitution. An infinite word \( u \) such that \( \varphi(u) = u \) is called a fixed point of the substitution \( \varphi \). Obviously, every substitution has at least one fixed point, namely
\[
\lim_{n \to \infty} \varphi^n(a).
\]
2 Return words and Rauzy graphs

Let us explain at first that in order to study return words $M(w)$ of factors $w$ of an infinite word $u$, it is possible to limit our considerations to bispecial factors $w$. If a factor $w$ has a unique right extension, say $a$, then the sets of occurrences of $w$ and $wa$ coincide. Therefore

$$M(w) = M(wa).$$

If a factor $w$ has a unique left extension, say $b$, then for $i \geq 1$ the occurrence of $w$ in the infinite word $u$ is $i$ if and only if $i - 1$ is the occurrence of $bw$. This statement does not hold for $i = 0$, but if $u$ is a uniformly recurrent infinite word, the set $M(w)$ of return words of $w$ stays the same no matter whether we include the return word corresponding to the prefix $w$ of $u$ or not. Consequently, it holds

$$M(bw) = bM(w)b^{-1} := \{v \in M(w) : v = bv, v \neq b\}.$$

where the expression $bv$ denotes that the word $v$ is prolonged to the left by the letter $b$ and it is shortened from the right by erasing the letter $b$.

If $w$ is not right special, then the cardinalities of sets $M(w)$ and $M(wa)$ are the same. Let $u$ be a uniformly recurrent infinite word, analogically as in the previous case, if $w$ is not left special, then $M(w)$ and $M(bw)$ has the same cardinality.

For an aperiodic uniformly recurrent infinite word $u$, each factor $w$ is a subword of a bispecial factor. To describe cardinality of $M(w)$, it suffices to consider bispecial factors $w$.

Return words and the role of bispecial factors can be well visualized by means of the so-called Rauzy graphs. Rauzy graph $\Gamma_n$ is an oriented graph with the set of vertices $L_n$ and the set of edges $L_{n+1}$. The edge $w_0w_1 \cdots w_n \in L_{n+1}$ goes from the vertex $w_0 \cdots w_{n-1}$ to the vertex $w_1 \cdots w_n$. The factor $w = w_0 \cdots w_{n-1}$ is left special if and only if at least two edges ends in the vertex $w$ and $w$ is right special if and only if at least two edges begins in $w$. Each return word of a factor $w$ of the length $n$ is visualized as an oriented walk in $\Gamma_n$, which begins and ends in the vertex $w$, and such that the vertex $w$ is not entered in the course of this walk.

If there exists only one vertex $w$ with $\deg_+(w) > 1$ in $\Gamma_n$, then the choice of the edge starting the walk determines the walk uniquely. Consequently, there are exactly $\deg_+(w)$ oriented walks beginning and ending in $w$ and, thus, $\#M(w) = \deg_+(w)$. Analogically, if there exists a unique vertex $\hat{w}$ with $\deg_-(\hat{w}) > 1$ in $\Gamma_n$, then $\#M(\hat{w}) = \deg_-(\hat{w})$.

These simple considerations prove the following theorem.

**Theorem 2.1.** Let $m \in \mathbb{N}$ and let $u$ be a uniformly recurrent infinite word such that for every $n \in \mathbb{N}$, the Rauzy graph $\Gamma_n$ contains either only one left special factor $\hat{w}$
with \( \deg_-(\hat{w}) = m \) or only one right special factor \( w \) with \( \deg_+(w) = m \). Then the number of return words is equal to \( m \) for any factor of the infinite word \( u \).

Let us remind that Arnoux-Rauzy words of order \( m \) are defined as infinite words which have for every \( n \in \mathbb{N} \) exactly one right special factor \( w \) with \( \deg_+(w) = m \) and exactly one left special factor \( \hat{w} \) \( \deg_-(\hat{w}) = m \).

**Corollary 2.1.** The number of return words of any factor of an Arnoux-Rauzy word is equal to \( m \). In particular, the number of return words of any factor of a sturmian word is two.

**Corollary 2.2.** Let \( d_\beta(1) = t_1 \ldots t_m \) be a Rényi expansion of unity. If the coefficients satisfy both of the following conditions

\[
\begin{align*}
(a) & \quad t_m = 1 \\
(b) & \quad t_1 = \cdots = t_{m-1} \quad \text{or} \quad t_1 > \max\{t_2, \ldots, t_{m-1}\}
\end{align*}
\]

then \( \#M(w) = m \) for each factor \( w \in \mathcal{L}(u_\beta) \).
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Irreducible balanced pairs on substitutive languages

Bernat Julien

Abstract

Let $\mathcal{L}$ be a language. A balanced pair $(u, v)$ consists of two words $u$ and $v$ in $\mathcal{L}$ which have the same number of occurrences of each letter. It is irreducible if the pairs of strict prefixes of $u$ and $v$ of the same length do not form balanced pairs.

In this article, we are interested in computing the set of irreducible balanced pairs on several examples mainly issued from substitutive systems, and making connections with the balanced pairs algorithm and discrete geometrical constructions.

Introduction

In this article, we are interested in the set of irreducible balanced pairs associated with a language. Irreducible balanced pairs enables the definition of the balanced pairs algorithm (BPA), introduced in [L87] and studied in [SS02, M04].

A substitution $\sigma$ naturally defines a symbolic dynamical system $(X_\sigma, S)$, which may be split in topological factors. When $\sigma$ is a $d$-letter Pisot type substitution, it is possible to construct a geometrical representation of $(X_\sigma, S)$ known as the Rauzy fractal of the substitution. The Rauzy fractal satisfies various topological properties, notably it is a compact subset of $\mathbb{R}^{d-1}$ which is equal to the adherence of its inner points, and which has positive Lebesgue measure [SW02]. Also, the corresponding substitutive dynamical system $(X_\sigma, S)$ admit in this case a minimal translation on the torus $\mathbb{T}^{d-1}$ as a topological factor ([ICS01]).

When the substitution $\sigma$ is unimodular, several combinatorial conditions known as coincidence properties provide additional knowledge on $(X_\sigma, S)$. Under the strong coincidence property, $(X_\sigma, S)$ is measure-theoretically isomorphic to the exchange of $d$ domains defined almost everywhere on the associated Rauzy fractal ([AI01]). When the super-coincidence property holds, the Rauzy fractal generates a periodic tiling of the space, that is, there exists a lattice $\Lambda$ such that $(X_\sigma, S)$ admits a toral representation as a fundamental domain for $\mathbb{R}^d / \Lambda$, see [AI01]. Among unimodular Pisot type substitutions, the super-coincidence property is also equivalent
to $(\mathcal{X}, S)$ having a discrete spectrum. At the moment, we do not know any Pisot type unimodular substitution which does not satisfy either the super-coincidence or the strong coincidence property.

It is proven in the forthcoming study [BBR06] that, for any Pisot type substitution, the super-coincidence holds if and only if the strong coincidence holds and the BPA terminates. Hence the study of irreducible balanced pairs, and of the action of the balanced pair algorithm, is related to the coincidence conjecture and may provide additional knowledge on associated substitutive dynamical systems.

The article is structured in the following form. In Section 1, we introduce the definitions and notation. In Section 2, we study the set of irreducible balanced pairs for the two-letter full shift, for the Fibonacci substitution, and for a class of substitutions which naturally generalize the Fibonacci case. We prove the following results:

**Proposition 1.** The number of irreducible balanced pairs in the two-letter full shift case corresponds to the Motzkin sequence.

**Proposition 2.** For the Fibonacci language, the irreducible balanced pairs are exactly the pairs $\{(aub, bua), u \text{ bispecial factor}\}$.

Although we are not able to compute the whole set of irreducible balanced pairs for confluent Parry unit languages, we also compute a particular class of irreducible balanced pairs.

In Section 3, we introduce the balanced pair algorithm. We study the action of the balanced pair algorithm on the Fibonacci example:

**Proposition 3.** For the Fibonacci case, the balanced pair algorithm associated with any prefix $w$ terminates and contains at most 4 elements.

Then, we establish a connection with the discrete geometrical representation of Rauzy fractals in Section 4, and we prove:

**Theorem 1.** For any primitive unimodular irreducible substitution, there exist infinitely many irreducible balanced pairs.

We end our study by a non-exhaustive list of open questions.
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Abstract

In this talk, we present old and new results concerning factorizations of infinite words, with special consideration of the Fibonacci word. The older factorizations are the Lyndon factorization, the singular factorization of Wen and Wen; newer factorizations are Ziv-Lempel and Crochemore factorizations.

1 Introduction

M.-P. Schützenberger introduced an approach to the study of combinatorial identities based on natural bijections between combinatorial objects. One simple and rich family of identities concerns Fibonacci numbers: there are several dozens of such identities. Here is one of them (I write $F_n$ for the $n$-th Fibonacci number, starting with $F_0 = 1, F_1 = 2$ as is done when number systems are considered):

$$F_{n+2} = 2 + F_0 + F_1 + \cdots + F_n$$  \hspace{1cm} (1)

(e.g. $21 = 2 + 1 + 2 + 3 + 5 + 8$.) Now consider the (finite) Fibonacci words defined by $f_0 = a, f_1 = ab$ and $f_{n+2} = f_{n+1}f_n$.

- $f_0 = a$
- $f_1 = ab$
- $f_2 = aba$
- $f_3 = abaab$
- $f_4 = abaababa$
With our numbering, we have $|f_n| = F_n$. In order to prove (1), we look for factorizations of $f_{n+2}$. Here are three of them:

$$f_{n+2} = abf_0f_1 \cdots f_n$$
$$f_{n+2} = \tilde{f}_0\tilde{f}_1 \cdots \tilde{f}_n(ab)^{(n)}$$
$$f_{n+2} = aw_0w_1w_2 \cdots w_n(b)^{(n)}$$

where $(w)^{(n)} = w$ (= $\overline{w}$) if $n$ is odd(even) and $\overline{w}$ is the opposite of $w$ obtained by exchanging all $a$’s and $b$’s. Here

\begin{align*}
w_0 &= b \\
w_1 &= aa \\
w_2 &= bab \\
w_3 &= aabaa \\
\vdots
\end{align*}

are the singular factors of the Fibonacci word. The third of these factorization is the singular factorization introduced by Wen and Wen ([9], see also [1]).

The singular factorization is closely related to the Lyndon factorization ([7]) of the Fibonacci word, since

$$f_8 = abaababaababaababaabaabaababaababaababaabaababaabaabaabaaba$$
$$= aw_0w_1w_2 \cdots w_8a$$
$$= \ell_1\ell_3\ell_5\ell_7\ell_9a$$

where

\begin{align*}
\ell_1 &= ab = aw_0 \\
\ell_3 &= aabab = w_1w_2 \\
\ell_5 &= aabaababaabab = w_3w_4
\end{align*}

and more generally $\ell_{2n+1} = w_{2n-1}w_{2n}$.

In a seminal paper, Ziv and Lempel [8] defined several factorizations of finite words related to information theory and text processing. Several years later, Crochemore ([2, 4, 3]) introduced a similar factorization of words as a key tool in the design of a linear algorithm checking words for square freeness. The Ziv-Lempel factorization of the Fibonacci word will be shown to be the singular factorization in a completely different context.
Ziv-Lempel and Crochemore factorizations have similar properties. Both can be computed in linear time by preprocessing the suffix tree of the word. Furthermore, the number of factors in both factorizations are closely related: the number of factors of the Crochemore factorization is at most twice the number of factors of the Ziv-Lempel factorization. However, there are examples of factorizations which differ significantly infinitely many times.

In this paper we study the behavior of the Crochemore factorization in the case of some of the most known classes of words, i.e., characteristic Sturmian words, the Thue-Morse word, and the period doubling sequence.

We study here both Ziv-Lempel and Crochemore factorization of special classes of infinite words, such as Sturmian words and some automatic words. It appears that these factorizations can be expressed by a closed formula in many significant examples. The proof of these formulas require some insight in the combinatorial structure of the infinite words considered.

As we shall see, the Crochemore factorization (or $c$-factorization for short) of special infinite words can be described explicitly, and it reflects the structure of these words.

The $c$-factorization $c(x)$ of a word $x$ is defined as follows. Each factor of $c(x)$ is either a fresh letter, or it is a maximal factor of $x$ already occurring in the prefix of the word; more formally, the $c$-factorization $c(x)$ of a word $x$ is

$$c(x) = (x_1, x_2, \ldots, x_m, x_{m+1}, \ldots)$$

where $x_m$ is the longest prefix of $x_mx_{m+1} \cdots$ occurring twice in $x_1x_2 \cdots x_m$, or $x_m$ is a letter $a$ if $a$ does not occur in $x_1 \cdots x_{m-1}$. For example, the $c$-factorization of $x = ababaab$ is $(a, b, aba, ab)$, since $aba$ occurs twice in $ababa$.

Note that the the $c$-factorization of a word differs slightly from the well known Ziv-Lempel factorization [8] (or $z$-factorization), so that these two factorizations are in general not comparable. The $z$-factorization $z(x)$ of a word $x$ is

$$z(x) = (y_1, y_2, \ldots, y_m, y_{m+1}, \ldots)$$

where $y_m$ is the shortest prefix of $y_my_{m+1} \cdots$ which occurs only once in the word $y_1y_2 \cdots y_m$.

For example, let $x$ be the word $x = aabaacebaabaaba$. The $c$-factorization and the $z$-factorization of $x$ are:

$$c(x) = (a, a, b, aa, c, c, baa, baba)$$

$$z(x) = (a, ab, aac, cb, aabaab, aa).$$

We shall discuss the relation between these factorizations in detail.
The \( c \)-factorization has an interesting behavior in all of the well known infinite words we have considered. The \( c \)-factorization of the infinite Fibonacci word \( f \) is

\[
c(f) = (a, b, a, aba, baaba, \ldots) = (a, b, a, \tilde{f}_2, \tilde{f}_3, \ldots)
\]

Observe that each of the factors (except the first three) is the reverse the finite Fibonacci word \( f_n \). A similar result holds for characteristic Sturmian words.

The three factorizations of the Fibonacci word can be visualized through the following scheme:

\[
\begin{align*}
h: & \quad a \ b \ a \ a \ b \ a \ b \ a \ a \ b \ \cdots \\
w: & \quad a \ b \ a \ a \ b \ a \ b \ a \ a \ b \ \cdots \\
c: & \quad a \ b \ a \ a \ b \ a \ a \ b \ a \ \cdots
\end{align*}
\]

The relation between these factorizations is the following. Factors of \( h \) and \( w \) satisfy

\[
bf_{2i} = w_{2i}a \quad \text{and} \quad af_{2i+1} = w_{2i+1}b,
\]

while factors of \( w \) and \( c \) satisfy

\[
aw_{2i} = \tilde{f}_{2i}b \quad \text{and} \quad bw_{2i+1} = \tilde{f}_{2i+1}a.
\]

The \( c \)-factorization on Fibonacci word is a particular case of a more general result we obtained for the \( c \)-factorization on standard Sturmian words.

**Theorem** Let \( s \) be the standard Sturmian word defined as the limit of

\[
s_{-1} = b, s_0 = a, \quad \text{and} \quad s_n = s_{n-1}^d s_{n-2},
\]

where \( d_i > 0 \) for each \( i \). Then

\[
c(s) = (a, a^{d_1-1}, b, a^{d_1} \tilde{s}_1, d_2-1, \tilde{s}_2, \tilde{d}_3, \ldots, \tilde{s}_{h+1}, \ldots)
\]

Similar results hold for other familiar infinite words, such as the Thue-Morse and the period doubling sequence. However we do not yet have a full characterization of the \( c \)-factorization of automatic words.

**References**


Sturmian fixed points of morphisms
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Sturmian words are infinite words that have exactly \( n + 1 \) factors of length \( n \) for every positive integer \( n \). A Sturmian word \( s_{\alpha,\rho} \) is also defined as a coding over a two-letter alphabet of the orbit of the point \( \rho \) under the action of the irrational rotation \( R_{\alpha} : x \mapsto x + \alpha \text{ (mod 1)} \).

We will focus here on fixed points of Sturmian words by investigating the so-called Rauzy fractals. Rauzy fractals (first introduced in the case of the Tribonacci morphism \( a \mapsto ab, b \mapsto ac, c \mapsto a \) [5]) are compact attractors of a graph-directed iterated function system associated with a primitive morphism with prescribed algebraic properties.

Yasutomi characterized in [6] all the pairs \((\alpha, \rho)\) such that the Sturmian word \( s_{\alpha,\rho} \) is a fixed point of some non-trivial substitution. By studying the Rauzy fractals associated with Sturmian morphisms, we give here an alternative geometric proof [2] of Yasutomi’s characterization; its characterization involves the conjugates of the quadratic real number \( \alpha \) and can be compared to Galois’ theorem for classical continued fractions describing numbers having a purely periodic continued fraction expansion:

**Theorem 1** (Yasutomi [6]). Let \( 0 < \alpha < 1 \) and \( 0 \leq \rho \leq 1 \). Then \( s_{\alpha,\rho} \) is substitution invariant if and only if the following two conditions are satisfied:

(i) \( \alpha \) is an irrational quadratic number and \( \rho \in \mathbb{Q}(\alpha) \);

(ii) \( \alpha' > 1, 1 - \alpha' \leq \rho' \leq \alpha' \) or \( \alpha' < 0, \alpha' \leq \rho' \leq 1 - \alpha' \).

Rauzy fractals associated with Sturmian morphisms are easily seen to be intervals, and a notion of dual morphism can thus be defined provided by the associated iterated function system. This duality acts as a natural involution on Christoffel words: it extends to Sturmian morphisms, and preserves conjugation classes [3]. We will investigate the properties of this involution, from a combinatorial point of view and in arithmetical terms, with respect to the continued fraction algorithm.

More generally, there is a natural involution on Christoffel words, originally studied in [4]. We will show that it has several equivalent definitions: one of them
uses the slope of the word, and changes the numerator and the denominator respectively in their inverses modulo the length; another one uses the cyclic graph allowing the construction of the word, by interpreting it in two ways (one as a permutation and its ascents and descents, coded by the two letters of the word, the other in the setting of the Fine and Wilf periodicity theorem); a third one uses central words and generation through iterated palindromic closure, by reversing the directive word. We will show further that this involution coincides with the above mentioned duality acting on Sturmian morphisms. The involution on morphisms is the restriction of some conjugation of the automorphisms of the free group. Finally, we show that, through the geometrical interpretation of substitutions of [1], our involution is the same thing as duality of endomorphisms (modulo some conjugation).

This lecture is based on the results of [2] and [3].
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Weak mixing of Arnoux-Rauzy sequences
(Mélange faible des suites d’Arnoux-Rauzy)

Extended abstract

Julien Cassaigne, Sébastien Ferenczi, and Ali Messaoudi

The first attempt to generalize the famous Sturmian words/rotations interaction led to the definition of the Arnoux-Rauzy systems, whose complexity is $2n + 1$ and which satisfy an extra combinatorial condition [2]. One of these systems, the Tribonacci system, is indeed a natural coding of a rotation of $T^2$ ([13], see also [1]), and this gives a good (the best possible in some sense [6]) simultaneous approximation for a pair of algebraic numbers. Every Arnoux-Rauzy system defines an algorithm of simultaneous approximation for some pair of numbers, and was conjectured to be also a natural coding of a rotation of $T^2$; this conjecture was disproved in [5], by exhibiting an Arnoux-Rauzy system whose language is unbalanced, see Corollary below. This example is quite elaborate, and leaves many open questions, which are asked at the end of [5]; the system considered there could still have some weaker properties than being a natural coding: equipped with its unique invariant probability measure, it could still be measure-theoretically isomorphic to a rotation of $T^2$ or at least admit a rotation of $T^2$ as a measure-theoretic factor.

In the present paper, we prove a stronger result for a much larger class of systems, by proving that any Arnoux-Rauzy system for which the inverses of the partial quotients (defined in Definition 1 below and linked to the approximation algorithm) form a convergent series is (measure-theoretically) weakly mixing, see Definition 2 below. As a consequence, all these systems (which include the example in [5]) have an unbalanced language and do not satisfy any of the weaker properties mentioned above.

To show that our condition on the partial quotients is optimal, we give a completely new example of Arnoux-Rauzy system, with partial quotients equal to $2n + 1$, having rotations as continuous factors.
1 Arnoux-Rauzy systems

We take here as a definition of Arnoux-Rauzy systems their constructive characterization, derived in [2] from the original definition.

**Definition 1.** An Arnoux-Rauzy system is a symbolic system defined by three families of words $A_k, B_k, C_k$, build recursively from $A_0 = 1, B_0 = 12, C_0 = 13$, by using a sequence of combinatorial rules $a, b, c$, such that each one of the three rules is used infinitely many times, where

- by rule $a$, $A_{k+1} = A_k, B_{k+1} = A_kB_k, C_{k+1} = A_kC_k$;
- by rule $b$, $A_{k+1} = B_kA_k, B_{k+1} = B_k, C_{k+1} = B_kC_k$;
- by rule $c$, $A_{k+1} = C_kA_k, B_{k+1} = C_kB_k, C_{k+1} = C_k$.

The system $(X, T)$ is the one-sided shift on sequences $(x_n, n \in \mathbb{N})$ such that for each $0 \leq s \leq t$ there exists $k$ such that $x_s...x_t$ is a subword of $A_k$.

$(X, T)$ is minimal [2] and uniquely ergodic (by Boshernitzan’s result [4] using the fact that the complexity is $2n + 1$) with a unique invariant probability measure $\mu$.

We consider the measure-theoretic system $(X, T, \mu)$.

If the sequence of rules $a, b, c$ is $r_1$ iterated $k_1$ times, ... $r_i$ iterated $k_i$ times, ..., $r_{i+1} \neq r_i, k_i \geq 1$, the $k_i$ are the partial quotients of the system.

We can then define our system in another way, which corresponds to a multiplicative form of the approximation algorithm.

**Lemma 1.** Let an Arnoux-Rauzy system $(X, T, \mu)$ be defined as in Definition 1, and $k_n$ be its partial quotients.

Then $(X, T)$ is the one-sided shift on sequences $(x_n, n \in \mathbb{N})$ such that for each $0 \leq s \leq t$ there exists $n$ such that $x_s...x_t$ is a subword of $H_n$, where the three words $H_n, G_n, J_n$ are built from $H_0, G_0, J_0$ by two families of rules:

- by a rule of type 1, $H_{n+1} = H_n^{k_{n+1}}G_n, G_{n+1} = H_n^{k_{n+1}}J_n, J_{n+1} = H_n$;
- by a rule of type 2, $H_{n+1} = H_n^{k_{n+1}}G_n, G_{n+1} = H_n, J_{n+1} = H_n^{k_{n+1}}J_n$.

And rules of type 1 are used infinitely many times.

2 Finite rank and eigenvalues

**Definition 2.** Let $(X, T, \mu)$ be a finite measure-preserving dynamical system.
A real number $0 \leq \theta < 1$ is an eigenvalue of $T$ (denoted additively) if there exists a non-constant $f$ in $L^1(X, \mathbb{R}/\mathbb{Z})$ such that $f \circ T = f + \theta$ (in $L^1(X, \mathbb{R}/\mathbb{Z})$); $f$ is then an eigenfunction for the eigenvalue $\theta$. As constants are not eigenfunctions, $\theta = 0$ is not an eigenvalue if $T$ is ergodic. $T$ is weakly mixing if it has no eigenvalue.

The following propositions give a necessary and a sufficient condition for a number to be an eigenvalue of an Arnoux-Rauzy system.

**Proposition 2.** If $\theta$ is an eigenvalue for an Arnoux-Rauzy system as described above; then $k_{n+1} || h_n \theta || \to 0$ when $k \to +\infty$, where $|| \|$ denotes the distance to the nearest integer.

**Proposition 3.** If, for an Arnoux-Rauzy system as described above, $\sum_{n=0}^{+\infty} k_{n+1} || h_n \theta || < +\infty$, then $\theta$ is an eigenvalue of the system, with a continuous eigenfunction.

### 3 Weak mixing

We are now ready to prove the weak mixing under an additional hypothesis: henceforth we consider an Arnoux-Rauzy system as defined in Definition 1, and the associated quantities defined in Lemma 1 and section 2 above; we assume that

$$\sum_{n=1}^{+\infty} \frac{1}{k_n} < +\infty. \tag{1}$$

**Theorem 4.** Under condition (1), $(X, T, \mu)$ is weakly mixing.

### 4 Eigenvalues

**Theorem 5.** Let $(X, T, \mu)$ be the Arnoux-Rauzy system such that all rules are of type 1 and $k_n = 2n + 1$ for all $n$; then it has eigenvalues, corresponding to continuous eigenfunctions.
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As is well known palindromes play a basic role in the theory of Sturmian and episturmian sequences. A theorem due to Droubay and Pirillo [10] allows one to characterize Sturmian sequences as those infinite sequences having exactly one palindromic factor of length $n$ for $n$ even and two palindromic factors for $n$ odd. Moreover, both standard Sturmian and episturmian sequences can be constructed by a suitable iteration of the operator of right palindromic closure [5],[11].

The palindromic prefixes of all standard Sturmian sequences coincide with central words, where a word $w$ is central if it has two coprime periods $p$ and $q$ and its length is $p + q - 2$ [7]. Central words are of fundamental importance in Sturmian words theory since they satisfy several important combinatorial and structural properties. Let us recall some of them:

1. Any finite factor of a Sturmian sequence is a factor of a central word. In particular, any palindrome is a median factor of a central word. In this way one can generate all Sturmian palindromes from central words, by deleting their prefixes and suffixes having the same length. From this one obtains a simple formula counting for any $n$ Sturmian palindromes of length $n$ [8].

2. Central words are strictly related to finite standard words and to Christoffel words. In particular, one has that if $w$ is a central word, then $wab$ and $wba$ are standard words, so that $wab$ and $wba$ are both symmetric, i.e., product of two palindromes [7]. Conversely, any finite standard word, different from a single letter, can be written as $wxy$, with $\{x, y\} = \{a, b\}$ and $w$ central. Moreover, if $w$ is central, then $awb$ is a Christoffel word which is a Sturmian Lyndon word [2]. Any Christoffel word, different from a single letter, can be written in the previous way.

3. Central words can be generated by iteration of the operator $(\text{+})$ of right palindromic closure associating to each word $w \in \{a, b\}^*$ the word $w^{(+)}$ defined as the shortest palindrome having $w$ as a prefix. More precisely, one introduces a map $\psi : \{a, b\}^* \rightarrow \{a, b\}^*$ defined as: $\psi(\varepsilon) = \varepsilon$ and for any word $v$ and
letter \( x \), \( \psi(x) = (\psi(v)x)^{(+)} \). It has been proved that \( \psi \) is injective and that \( \psi(\{a, b\}^*) \) is the set of central words [5]. Moreover, if one starts with an infinite word \( x = x_1x_2 \cdots x_n \cdots \) (directive word), where the letters belong to \( \{a, b\} \) and there are infinitely many occurrences of both the letters, then one obtains an infinite word \( \psi(x) = \lim_{n \to \infty} \psi(x_1 \cdots x_n) \) which is a standard Sturmian sequence. Conversely, any standard Sturmian sequence can be obtained in this way.

4. There exists an important involutory map which associates to each central word \( w \) another central word \( w^* \) [6]. This map can be described by continued fractions or in terms of iterated palindromic closure. Indeed, if \( w = \psi(v) \), then \( w^* = \psi(\tilde{v}) \).

If \( p/q \) and \( p^*/q^* \) are respectively the slopes of the two Christoffel words \( awb \) and \( aw^*b \), then one has: \( p + q = p^* + q^* \), \( pp^* \equiv qq^* \equiv 1 \mod (p + q) \), and \( p, q \) (resp. \( p^*, q^* \)) are two coprime periods of \( w^* \) (resp. \( w \)). The previous involution can be suitably extended to special Sturmian morphisms in the sense that it preserves conjugacy classes of these morphisms, which are in bijection with central words [12]. A variant of the above involution on central words was considered in [3, 4]. The fix points of this latter involution are the so-called harmonic words.

The use of iterated palindromic closure in the case of directive words over alphabets with more than two letters, gives rise to the class of standard episturmian sequences [11] including both standard Sturmian sequences and the standard Arnoux-Rauzy sequences [1]. Thus the operators \((+)\) (resp. \((-)\)) of right (resp. left) palindromic closure and the iterated closure operators play an essential role in the combinatorics of words and of Sturmian and episturmian sequences. Denoting for a word \( w \) over any alphabet by \( \pi_w \) the minimal period of \( w \), one can prove that \( \pi_w^{(+)} = \pi_w^{(-)} \). Moreover, \( \pi_w = \pi_w^{(+)} \) if and only if the fractional root of \( w \) is symmetric. Some important applications to Sturmian words are the following [9]:

a. If \( w \) is a finite Sturmian word, then \( \pi_w = \pi_w^{(+)} \). Moreover, there exists a standard Sturmian sequence \( s \) such that both \( \pi_w^{(+)} \) and \( \pi_w^{(-)} \) are factors of \( s \).

b. For a non empty word the following conditions are equivalent i.) \( w \) is a prefix of a standard Sturmian sequence, ii.) \( w^{(+)} \) is central, iii.) the fractional root of \( w \) is a standard word.

c. A word \( w \) is a finite Sturmian word if and only if \( \pi_w^{(+)} = R_w^{(+)} + 1 \), where for any word \( w \), \( R_w \) denotes the minimal integer \( k \) such that \( w \) has no right special factor of length \( k \).

In the case of standard episturmian words one has that the fractional roots of their nonempty prefixes are symmetric. However, differently from the Sturmian case, the fractional root of a finite episturmian word \( w \) can be non-symmetric, so
that in general $\pi_w \neq \pi_{w^+}$. It has been proved [9] that if $w$ is a finite episturmian word, then either $w^+$ or $w^-$ are episturmian. One can ask the question whether, similarly to the Sturmian case, both $w^+$ and $w^-$ are episturmian. A positive answer to this question was very recently given by Zamboni (cf.[13]).

An extension of the theory can be obtained by considering $\theta$-palindromes, i.e., the fix points of an involutory antimorphism $\theta$ of a free monoid, and define accordingly the right (resp. left) $\theta$-palindromic closure of a word $w$ as the shortest $\theta$-palindrome having $w$ as a prefix (resp. suffix). Starting with a directive word, one can iterate the application of $\theta$-palindrome operator generating an infinite word called $\theta$-standard sequence. In [9] it has been proved that any $\theta$-standard sequence is a morphic image, by an injective morphism, of the standard episturmian sequence having the same directive word. Some further extensions and generalizations have been considered in [9].
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Extended Abstract

The Rat game is played on 3 piles of tokens by 2 players who play alternately. Positions in the game are denoted throughout in the form \((x, y, z)\), with \(0 \leq x \leq y \leq z\), and moves in the form \((x, y, z) \rightarrow (u, v, w)\), where of course also \(0 \leq u \leq v \leq w\). The player first unable to move — because the position is \((0, 0, 0)\) — loses; the opponent wins. There are 3 types of moves:

(I) Take any positive number of tokens from up to 2 piles.

(II) Take \(\ell > 0\) from the \(x\) pile, \(k > 0\) from the \(y\) pile, and an arbitrary positive number from the \(z\) pile, subject to the constraint \(|k - \ell| < a\), where

\[
a = \begin{cases} 
1 & \text{if } y - x \not\equiv 0 \pmod{7} \\
2 & \text{if } y - x \equiv 0 \pmod{7}.
\end{cases}
\]

(III) Take \(\ell > 0\) from the \(x\) pile, \(k > 0\) from the \(z\) pile, and an arbitrary positive number from the \(y\) pile, subject to the constraint \(|k - \ell| < b\), where \(b = 3\) if \(w = u\); otherwise,

\[
b = \begin{cases} 
5 & \text{if } w - u \not\equiv 4 \pmod{7} \\
6 & \text{if } w - u \equiv 4 \pmod{7}.
\end{cases}
\]

In a move of type (II) we permit the permutation \(x \rightarrow v, y \rightarrow w, z \rightarrow u\), in addition to \(x \rightarrow u, y \rightarrow v, z \rightarrow w\). No other permutations are allowed for (II), and none (except \(x \rightarrow u, y \rightarrow v, z \rightarrow w\)) for (III). For (I), of course, any rearrangement is possible. When we write \((x, y, z) \rightarrow (u, v, w)\), we always mean \(x \rightarrow u, y \rightarrow v, z \rightarrow w\).
Note that in (II), the congruence conditions depend only on 2 of the piles moved \textit{from}: the smallest and the intermediate; whereas in (III) they depend only on 2 of the piles moved \textit{to}: the smallest and the largest. The case \( w = u \) in (III) is an initial condition, to accommodate the end position \((0, 0, 0)\).

Let \( S \subseteq \mathbb{Z}_{\geq 1} \). Define the \( \text{mex}_1 \) operator by \( \text{mex}_1(S) = \min(\mathbb{Z}_{\geq 1} \setminus S) \) = the smallest positive integer not in \( S \). The following is a recursive characterization of the \( P \)-positions (second player winning positions).

**Theorem 1.** The \( P \)-positions are given by \((0, 0, 0)\), and for \( n \geq 1 \),
\begin{align*}
A_n &= \text{mex}_1\{A_i, B_i, C_i : 1 \leq i < n\}, \\
B_n &= A_n + \lfloor (7n - 2)/4 \rfloor, \\
C_n &= B_n + \lfloor (7n - 3)/2 \rfloor.
\end{align*}

The first few \( P \)-positions are displayed in Table 1.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( A_n )</th>
<th>( B_n )</th>
<th>( C_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>9</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>13</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>16</td>
<td>32</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>20</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>23</td>
<td>46</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>27</td>
<td>53</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>10</td>
<td>17</td>
<td>34</td>
<td>67</td>
</tr>
<tr>
<td>11</td>
<td>19</td>
<td>37</td>
<td>74</td>
</tr>
<tr>
<td>12</td>
<td>21</td>
<td>41</td>
<td>81</td>
</tr>
<tr>
<td>13</td>
<td>22</td>
<td>44</td>
<td>88</td>
</tr>
<tr>
<td>14</td>
<td>24</td>
<td>48</td>
<td>95</td>
</tr>
<tr>
<td>15</td>
<td>26</td>
<td>51</td>
<td>102</td>
</tr>
</tbody>
</table>

This recursive definition of the \( P \)-positions, alas, provides only an exponential-time strategy for winning the game. However, we will provide an explicit (closed formula) winning strategy, which turns out to be polynomial as well.

What's the connection of this game to rats? And where is the mouse game? Are rats and mice connected to the topic of the workshop? Answers—in Turku.
Fibonacci-Padovan Sequences and MacWilliams Transform Matrices

N. Gogin and A. Mylläri
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Somehow unexpected connection between MacWilliams transform matrices and classic integer Fibonacci, Lucas and Padovan sequences is established, namely, it is proved that summing along some naturally selected planes in the “pyramid” constructed from these matrices leads to a new integer sequence that appears to be a convolution of Fibonacci numbers and (alternating in sign) Padovan numbers. This convolution in turn can be linearly expanded in Lucas and Padovan numbers.
Fibonacci number and words in tilings of the hyperbolic plane
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Abstract

There are several connections of terms of the Fibonacci sequence and of Fibonacci words with tilings of the hyperbolic plane. In this paper, investigate some new properties in this direction.

Keywords: hyperbolic plane, tessellations, Fibonacci sequences, Fibonacci words.

1 Introduction

As indicated in the abstract, several connections can be indicated between the Fibonacci sequence and hyperbolic geometry. As far as I know, [2] is the main indication of a property which received not much attention before the series of papers inaugurated by [3].

In our first section, we report the properties which were established in [3] and which concern the pentagrid, i.e. the tiling \{5, 4\} of the hyperbolic plane. It is generated by the recursive reflection of a fixed regular rectangular pentagon in its sides and of the images in their sides. We also report the extension of this property to the ternary heptagrid, see [1] which is the tiling \{7, 3\} of the hyperbolic plane: it is generated as the pentagrid by this time starting from a regular heptagon with a vertex angle of \(\frac{2\pi}{7}\).

In the second section, we go back to balls in the hyperbolic plane in both the pentagrid and the ternary heptagrid. We mention a tiling property of the balls. We also indicate how the splitting properties used in the first section allow to find out
an equality on terms of the Fibonacci sequence. We look at the border of the balls and derive a result on the language of the words constituted by such borders.

In the third section, we introduce the notion of Fibonacci carpet. We derive from this a continuous bijection between the pentagrid and the ternary heptagrid. We also introduce the notion of levels and connect them with fixed points of a Fibonacci substitution on words.

We conclude with possible extensions of the results to other families of words attached to other algebraic sequences of numbers.

2 The Fibonacci tree and the tilings \( \{5, 4\} \) and \( \{7, 3\} \)

As proved in [7], a spanning tree can be associated to the restriction of the tiling \( \{5, 4\} \) of the hyperbolic plane to a quarter in such a way that the right angle defining the quarter should be a vertex angle of a tile. As indicated in that paper, two kinds of nodes are defined for such a tree: black and white nodes. By definition, a black node has two sons, a black one and a white one; a white node has three sons: a black one and two white ones. Counter-clockwise orienting the plane, the black son is always the first son of a node. The root of this tree, which we call the Fibonacci tree, is a white node.

In [3], a basic property was noticed. Number the nodes of the Fibonacci tree level after level, starting from the root which is numbered by 1 and, on each level, from the left to the right. Next, consider the representation of these numbers as sums of distinct terms of the Fibonacci sequence, when consecutive 1’s are ruled out. This uniquely fixes the representation. Then, we have the following property:

**Theorem 1.** Among the sons of a node, exactly one of them ends in 00. More precisely, if \( \alpha \) is the representation of the number attached to the node, \( \alpha 00 \) is the representation of this son which is called the preferred son. Moreover, in a black node, the preferred son is the black one and, in a white node, it is the first white node, counter-clockwise counting the nodes.

This property makes it easy to implement cellular automata in the pentagrid and in the ternary heptagrid. Considering the above representation as coordinates for the nodes, the coordinate of the neighbours of a cell are easily computed in the coordinate of the cell.

As indicated in [1], the pentagrid can be represented by a central tile surrounded by five quarters, each one being spanned by a Fibonacci tree as just described. As also indicated in the same paper, a similar representation holds for the ternary heptagrid, this time with seven angular sectors spanned by a Fibonacci tree. We cannot better explain the structure of the sectors within the frame of this
short note. This simple splitting property explains the result of [2] on the number of tiles on the border of a ball in \(\{5, 4\}\) and \(\{7, 3\}\) which is \(5f_{2n+1}\) and \(7f_{2n+1}\), respectively, for balls of radius \(n\). As proved in [7], the number of tiles of the level \(n\) of the Fibonacci tree is \(f_{2n+1}\).

3 **Balls in the tilings \(\{5, 4\}\) and \(\{7, 3\}\) and their borders**

Remind that a ball \(B_n(T_0)\) around \(T_0\) of radius \(n\) in the pentagrid or the ternary heptagrid is the set of tiles \(T\) which are at distance \(n\) from \(T_0\). This means that there is a path constituted of adjacent tiles going from \(T_0\) to \(T\), that the number of tiles on the path is \(n\), \(T_0\) not being taken into account, and that there is no shorter path joining \(T_0\) to \(T\). We say ball, for short, denoted by \(B_n\), when we do not specify the centre of the ball.

The balls have the following surprising properties:

**Theorem 2.** Let \(n\) be any natural number. Then both in the pentagrid and the ternary heptagrid, the balls of radius \(n\) tile the hyperbolic plane.

We have a stronger property, from which theorem 2 is an easy corollary:

**Theorem 3.** Let \(I\) be an increasing sequence of positive numbers. Then both in the pentagrid and the ternary heptagrid we have the following. It is possible to tile the hyperbolic plane by taking balls \(B_m\) with \(m \in I\) and in such a way that for each \(n \in I\), the ball \(B_n\) occurs infinitely many often in the tiling.

As explained in [7, 3], the spanning tree can be generated by a splitting of the quarter of the hyperbolic plane using the basic tile (the pentagon or the heptagon) and two basic regions: the quarter and the strip which is a difference between to quarters, see [3].

Denote by \(Q_n\) the trace of a ball of radius \(n\) around \(T\) in a quarter rooted at \(T\). Similarly, denote by \(R_n\) the set of tiles which is obtained by applying the rules of a Fibonacci tree when the root is a black node. It is not difficult to see that in \(R_n\), the number of tiles of \(R_n\) at distance \(n\) from \(T\) is \(f_{2n}\). Then, considering the elementary splitting property established in [7, 3] applied to the difference between \(B_{n+m}\) and \(B_n\), we obtain:

**Theorem 4.** We can split \(Q_{n+m}\) into \(Q_n, f_{2n+2}\) copies of \(Q_{m-1}\) and \(f_{2n+1}\) copies of \(R_{m-1}\). Similarly, \(R_{n+m}\) can be split into \(R_n, f_{2n+1}\) copies of \(Q_{m-1}\) and \(f_{2n}\) copies of \(R_{m-1}\).

From this, we easily again obtain the identities:

\[
\begin{align*}
  f_{2n+2m+1} &= f_{2n+2}f_{2m-1} + f_{2n+1}f_{2m-2}, \\
  f_{2n+2m} &= f_{2n+1}f_{2m-1} + f_{2n}f_{2m-2}.
\end{align*}
\]
In a similar way, we obtain the identities:

\[ f_{2n+2m+1} = f_{2n}f_{2m+1} + f_{2n-1}f_{2m}, \]
\[ f_{2n+2m} = f_{2n-1}f_{2m+1} + f_{2n-2}f_{2m}, \]

Now, if we consider the tiles which are at distance \( n \) of \( T \) in a ball around \( T \) of radius \( n \) and we colour them in black and white depending on whether there are black or white nodes, this defines a word which we call the \textit{border word} of the ball of radius \( n \) (we ignore the centre) and we denote it by \( w_n \). Then:

**Theorem 5.** The set of border words \( w_n \), considered either in the pentagrid or in the heptagrid, is a language which is neither regular nor context free.

For this result, we can take an argument which is similar to that of the proof of the non context-freeness of a language derived in the case of the tiling \( \{5, 3, 4\} \) of the hyperbolic 3D space, see [8].

### 4 Fibonacci carpets and infinite words

In [6], a new ingredient is brought in to the notion of Fibonacci tree: the notion of \textit{Fibonacci carpet}. We can define it as the limit of a sequence \( S \) of Fibonacci trees where the root of a tree is the first white son of the root of the previous tree and where \( S \) has no initial tree in the order induced by this definition. The notion holds both for the pentagrid and the ternary heptagrid. Coordinates can be defined involving \( S \) and the coordinates defined in each tree belonging to \( S \). It is worth noticing that the new construction and its connected coordinates induce an identity mapping which is bi-continuous.

Moreover, in this construction, it is possible to define the notion of \textit{levels}. Now, the levels have an interesting connection with Fibonacci words: again consider the tiles as black or white depending on whether they are black or white nodes in any tree of the sequence which contain them. They constitute an infinite word \( \omega \). Then, as the substitution can be realized as a transformation of any level into the next one, we get:

**Theorem 6.** All the levels define the same word \( \omega \) which is a fixed point of the substitution defining the Fibonacci trees applied to bi-infinite words.

### 5 Conclusion

We conclude with the indication that there are certainly a lot of other properties in the directions just outlined by the previous sections. One of these directions is the
application of the same geometrical considerations connected with other tilings of
the hyperbolic plane or of the hyperbolic 3D space, and other algebraic numbers.
I have already a few papers in this direction, namely [8, 4]. The reader may find
other references in [5].
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In his tenth problem D. Hilbert [1] asked for an algorithm for deciding whether an arbitrary Diophantine equation has a solution in integers. As a possible way to establish the undecidability of Hilbert’s tenth problem A.A. Markov suggested to prove the undecidability of word equations. Any such equation (w.l.o.g. in the two-letter alphabet $B = \{0, 1\}$) can be easily reduced to a Diophantine equation using the fact that every $2 \times 2$ matrix with natural number elements and the determinant equal to zero can be represented in a unique way as the product of matrices $B_0 = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}$ and $B_1 = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}$. This allows us to treat a quadruple of non-negative integers $\langle a_{11}, a_{12}, a_{21}, a_{22} \rangle$ such that $a_{11}a_{22} - a_{21}a_{12} = 1$ as a word in the alphabet $B$, the concatenation being just matrix multiplication.

This approach to Hilbert’s tenth problem turned out to be fruitless: G. S. Makanin [2] found a decision procedure for word equations. Nevertheless, we could try to revive Markov’s idea by considering a wider class of word equations.

Every word $X = \chi_n\chi_{n-1}\ldots\chi_1$ in the alphabet $B$ can be viewed as the number

$$x = \chi_n u_n + \chi_{n-1} u_{n-1} + \cdots + \chi_1 u_1$$

(1)

written in positional system with weights of digits being the Fibonacci numbers $u_1 = 1$, $u_2 = 1$, $u_3 = 2$, $u_4 = 3$, $u_5 = 5$, … (rather than traditional 1, 2, 4, 8, 16, …). According to Zeckendorf’s theorem, every natural number $x$ can be represented in the form (4) with additional restrictions $\chi_{i+1}\chi_i = 0$ and $\chi_1 = 0$, and in unique way.

Every word $\alpha_{i_0} \alpha_{i_1} \ldots \alpha_{i_j}$ in the infinite alphabet $A = \{\alpha_1, \alpha_2, \ldots\}$ can be presented as a word in the alphabet $B$

$$10^{i_0} \ 10^{i_{m-1}} \ldots \ 10^{i_1}$$

(2)
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satisfying the restrictions of Zeckendorf’s theorem. Thus we get, via Fibonacci numbers, a natural one-to-one correspondence between words in the infinite alphabet $A$ and natural numbers, the $k$th word under this enumeration will be denoted $Z_k$.

Now in order to be able to transform an arbitrary word equation into an equivalent Diophantine equation we need only to express the concatenation relation $Z_k = Z_{k1} Z_{k2}$ by Diophantine equation(s). For this goal it is more convenient to code a word $X$ by a quadruple $\langle v, w, x, y \rangle$ where $x$ is as in (1), and

$$v = u_n, \quad w = u_{n-1}, \quad y = \chi_n u_{n-1} + \chi_{n-1} u_{n-2} + \cdots + \chi_1 u_0. \quad (3)$$

Thanks to the equality $\phi^m = \phi u_m + u_{m-1}$ where $\phi$ is the golden ratio $\frac{1 + \sqrt{5}}{2}$, the number

$$\phi x + y = \chi_n \phi^n + \chi_{n-1} \phi^{n-1} + \cdots + \chi_1 \phi \quad (4)$$

is represented by the word $X$ in the positional system with weights of digits being powers of the golden ratio $1, \phi, \phi^2, \phi^3, \ldots$. Now the relation $Z_{\langle v, w, x, y \rangle} = Z_{\langle v_1, w_1, x_1, y_1 \rangle} Z_{\langle v_2, w_2, x_2, y_2 \rangle}$ is just the equality

$$\phi x + y = (\phi x_1 + y_1)(\phi v_2 + w_2) + \phi x_2 + y_2. \quad (5)$$

It still remains to distinguish those quadruples $\langle v, w, x, y \rangle$ which are codes of words. It is not difficult to check that numbers defined by (1) and (3) satisfy the following conditions:

$$(w^2 + vw - v^2)^2 = 1, \quad (6)$$

$$v \leq x < v + w, \quad (7)$$

$$\phi - 2 < y - x/\phi < \phi - 1. \quad (8)$$

On the other hand, according to an old theorem of Wasteels [5] solutions of the equation (6) are exactly consecutive Fibonacci numbers. Thus for a fixed value of $x$, conditions (6)–(8) uniquely determine the values of $v, w,$ and $y$.

Conditions (5)–(8) can be easily transformed into desired Diophantine equations.

Now we are capable to transform into Diophantine equations not only word equations but a broader class of conditions on words. In particular, condition $v_1 = v_2$ expresses the equality of the lengths of words $Z_{\langle v_1, w_1, x_1, y_1 \rangle}$ and $Z_{\langle v_2, w_2, x_2, y_2 \rangle}$.

**Open Question.** Is there an algorithm for deciding whether an arbitrary system of word equations and equalities of length of words has a solution?
As we have seen, the undecidability of this problem would give a proof of the undecidability of Hilbert’s tenth problem very different from known today (see, for example, [4]).

In the above arithmetization of words we had the restriction that a word cannot contain “11” and cannot end by “1”. This drawback can be easily eliminated by the following modifications. Having an arbitrary word in the alphabet $B$, we at first transform it into a “restricted” word by replacing each “1” by “10” and each “0” by “00”; formally, representation (1) is replaced by

$$x = \chi_n u_{2n} + \chi_{n-1} u_{2(n-1)} + \cdots + \chi_1 u_2. \quad (9)$$

Condition (6) is strengthened to

$$w^2 + vw - v^2 = 1 \quad (10)$$

to imply that $v = u_m$ with even $m$ and hence the word $Z_{(v,w,x,y)}$ has even length. In order to pass back from numbers to words we cut $Z_{(v,w,x,y)}$ into blocks of length 2 and then replace “00” by “0” while both “10” and “01” are replaced by “1”. Now instead of one-to-one correspondence between words and numbers we have one-to-many correspondence but this isn’t an obstacle for transforming systems of word equations and length equalities into equivalent Diophantine equations.

Besides equalities of lengths of words, we can impose conditions in the form “the length of the word $Z_{(v_1,w_1,x_1,y_1)}$ is divisible by the length of the word $Z_{(v_2,w_2,x_2,y_2)}$” (see [3]).
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1 Introduction

Let $A_k = \{1, \ldots, k\}$ be the alphabet whose letters are the first $k$ positive integers.

The *enumeration derivative* of a word $u$ over $A_k$ is the word $d(u)$ obtained by describing (Conway uses the terminology "look and say") the word $u$. For example, if $u = 3552$ then the description of $u$ is "one three, two fives, one two" thus $d(u) = 132512$.

In the enumeration derivation it is always understood that repetitions are collected maximally: in the previous example the description cannot be "one three, one five, one five, one two". This is obvious when $u$ is written as $u = 35^22$.

Moreover, to be derivable a word needs to have only finite runs of each letter. In the following, all the words will have this property.

The word $d(u)$ is the first *descendant* of $u$. Applying the derivation process $n$ times gives $d^n(u)$, the $n$-th descendant of $u$. As usual, $d^0(u) = u$.

It seems that this operation was first studied by Conway [3]. Other properties were given by Germain-Bonne in a series of three unpublished papers [4, 5, 6]. This operation may also be compared to run-length encoding (see, e.g., the recent work of Brlek et al. on smooth infinite words [2]).

The goal of the present paper is to start the study of the behaviour of binary words generated by morphisms under enumeration derivation. As we will see below the case of the Fibonacci word is interesting.
2 Fixed points

2.1 Finite fixed points

Property 1. [3, 4] The empty word ε and the word 22 are the only finite fixed points of d. ■

In the following, ε and 22 will be called trivial words. A consequence of the above property is that every non trivial finite word u has an infinite number of descendants that are all different; in particular \( d^\omega(u) = \lim_{n\to\infty} d^n(u) \) is an infinite word (more precisely a set of infinite words, see the Remark below).

Property 2. [3, 5] For every positive integer \( k \) and every word u over \( A_k \), the word \( d(u) = \alpha_1 \alpha_2 \alpha_3 \ldots \) is such that \( \alpha_i \in \{1, 2, 3\} \) for all \( i \geq 1 \). ■

This implies in particular that if u is a non trivial word then \( d^\omega(u) \) is a (set of) infinite word over the alphabet \( \{1, 2, 3\} \).

2.2 Cycles

Let \( x_1 = 1321132 \) and \( y_1 = 13221133112 \). The word

\[
X_1 = x_1 y_1 d^3(y_1) d^6(y_1) \ldots = x_1 \prod_{i=0}^{\infty} d^{3i}(y_1)
\]

is an infinite fixed point of \( d^3 \), i.e., \( X_1 = d^3(X_1) \).

Let \( x_2 = 312 \) and \( y_2 = 32112 \). The word

\[
X_2 = x_2 y_2 d^3(y_2) d^6(y_2) \ldots = x_2 \prod_{i=0}^{\infty} d^{3i}(y_2)
\]

is an infinite fixed point of \( d^3 \), i.e., \( X_2 = d^3(X_2) \).

The words \( X_3 = 22 X_1 \) and \( X_4 = 22 X_2 \) are also fixed points of \( d^3 \).

The following result indicates that these four words are essentially the only infinite fixed points of some power of d.

Property 3. [5] Let \( k \) be a positive integer and let u be an infinite word over \( A_k \). If there exists a positive integer \( n \) such that \( d^n(u) = u \) then \( n = 3 \) and \( u \in \bigcup_{j=1}^d \{ X_j, d(X_j), d^2(X_j) \} \). ■
Remark. Each of the four sets \( \{ X_j, d(X_j), d^2(X_j) \} \) is a cycle. We will see below that each non trivial binary word \( u \) ultimately tends towards one of these four cycles. A consequence is that, for a word \( u \), the word \( d^\omega(u) \) is generally not well defined because it has three different values: \( \lim_{n \to \infty} d(3^n)(u), \lim_{n \to \infty} d(3n+1)(u) \), and \( \lim_{n \to \infty} d(3n+2)(u) \). But if one of these limits is \( X_j \) (\( j \in \{1, 2, 3, 4\} \)) then the two others are necessarily \( d(X_j) \) and \( d^2(X_j) \) for the same value of \( j \). In what follows we only need to know in which "family" (i.e., the value of \( j \)) falls \( d^\omega(u) \); thus we will write \( d^\omega(u) = X_j \) to indicate that \( \{ \lim_{n \to \infty} d(3^n)(u), \lim_{n \to \infty} d(3n+1)(u), \lim_{n \to \infty} d(3n+2)(u) \} = \{ X_j, d(X_j), d^2(X_j) \} \).

3 Descendants of binary words

Let \( A_2 = \{1, 2\} \). An exhaustive investigation gives the following.

Property 4. Let \( u \) be a word over \( A_2 \).
- If \( u \) starts with \( 111222, 2221121, 2211212, \) or \( 2211211 \) then \( d^\omega(u) = X_2 \).
- If \( u \) starts with \( 22111222 \) then \( d^\omega(u) = X_4 \).
- If \( u \) starts with \( 2212, 2211111, 2211121, \) or \( 22111221 \) then \( d^\omega(u) = X_3 \).
- Otherwise \( d^\omega(u) = X_1 \).

As an interesting corollary, we obtain that almost all the Sturmian words have the same ultimate descendant.

Corollary 5. Let \( u \) be a Sturmian word over \( A_2 \).
- If \( u \) starts with \( 221 \) then \( d^\omega(u) = 22X_1 \).
- Otherwise \( d^\omega(u) = X_1 \).

4 The Fibonacci case

Let \( \varphi \) be the morphism on \( A_2 \) defined by \( \varphi(1) = 12, \varphi(2) = 1 \). The Fibonacci word is the infinite word \( F = \varphi^\omega(1) \).

\[
F = 1 2 1 1 2 1 2 1 1 2 1 2 1 1 2 1 2 1 1 1 2 1 2 1 1 2 1 1 2 1 1 2 1 1 2 1 1 2 
\]

From Corollary 5 we know that \( d^\omega(F) = X_1 \).

Let \( F' = d(F) \) be the first descendant of \( F \). The word \( F' \) has interesting properties that we start studying here.

\[
F' = 1 1 1 2 2 1 1 2 1 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 2 1 1 2 
\]
4.1 Generating $F'$

The word $F$ can be factorized over the set $\{12, 112\}$. It is clear that each occurrence of the letter 2 (which is always followed by the letter 1) corresponds in $F'$ to an occurrence of 12 and since in $F$ the letter 2 is preceded either by 1 or by 11, $F'$ decomposes over $\{1112, 2112\}$.

Thus $F'$ is obtained from $F$ in the following way. Let $d'$ be the morphism on $A_2$ defined by $d'(1) = 2112, d'(2) = 1112 : F' = d'(2F)$.

**Proposition 6.** The word $F'$ cannot be generated by a morphism, but it is generated by a tag-system.

*Sketch of proof.* The only cube at the beginning of $F'$ is 111. If $F'$ was generated by a morphism $g$ then it would start with $g(111)$, a cube different from 111.

Let $a, b$ be two new letters and let $A_2' = \{1, 2, a, b\}$. Let $h$ be the morphism defined on $A_2'$ by $h(1) = 1aabb2aabb, h(2) = 1aabb2aabb2aabb, \text{ and } h(a) = h(b) = \varepsilon$. Let $c$ be the morphism from $A_2'$ onto $A_2$ defined by $c(1) = c(a) = 1$ and $c(2) = c(b) = 2$. The word $F'$ is generated by the tag-system $<A_2', h, 1, A_2, c>$, i.e., $F' = c(h^\omega(1))$.

4.2 The complexity of $F'$

The complexity function of an infinite word $u$ is the function $P_u$ which gives for each non negative integer $n$ the number $P_u(n)$ of different factors of length $n$ in $u$.

**Proposition 7.** $P_{F'}(0) = 1, P_{F'}(1) = 2, P_{F'}(2) = 4, P_{F'}(3) = 6, P_{F'}(0) = n + 4, n \geq 4$.

*Sketch of proof.* This is a direct consequence of the fact that $F'$ contains exactly one right special factor of each length greater than or equal to 4. Such a factor necessarily ends with 2112 and is the end of the image by $d'$ of the unique right special factor of each length in $F$.

4.3 The word $F'$ is a Lyndon infinite word

Here we suppose $A_2$ is totally ordered by $1 < 2$. A finite nonempty word over $A_2$ is a finite Lyndon word if it is smaller than all its proper suffixes. An infinite word over $A_2$ is an infinite Lyndon word if it has an infinite number of prefixes being finite Lyndon words.

**Theorem 8.** The word $F'$ is an infinite Lyndon word.
The following lemma, which is central in the proof of Theorem 8, is a well known property of the Fibonacci word $F$. It is a particular case of the same result (explicitly proved in [1]) about characteristic words.

**Lemma 9.** The word $2F$ is lexicographically greater than all its proper suffixes.


5 Further investigations

Many other properties of the enumeration derivation should be investigated. We only mention here the following one which concerns the Fibonacci word. One can remark that $F$ has the particularity that its first descendant $F'$ is also a word over $A_2$. This is of course not the case in general since, for a word $u \in A_2$, $d(u) \in A_2$ iff $u$ does not contain any factor $111$, nor $222$. The word $F$ is a particular case between Sturmian words because the morphism $\varphi$ generates a word which contains no $111$, nor $222$.

Let $St = \{\varphi, \tilde{\varphi}, E\}$ be the set of all the Sturmian morphisms ($E : 1 \mapsto 2, 2 \mapsto 1$ and $\tilde{\varphi} : 1 \mapsto 21, 2 \mapsto 1$). Except $\varphi$, are there some other morphisms from $St$ generating words without $111$ and $222$? The answer is of course yes since it is already known that the morphisms from the set $\{\varphi E, \tilde{\varphi} E\}^+ \cup \{E \varphi, E \tilde{\varphi}\}$ generate words with arbitrarily large powers of one single letter (see, e.g., [7]). First investigations gave the following.

**Conjecture 10.** A morphism from $St$ generates words containing $111$ or $222$ iff

$$f \in \{\varphi E, \tilde{\varphi} E, E \varphi, E \tilde{\varphi}, g, Eg\}$$

where $g \in \{\varphi E \varphi, \varphi E \tilde{\varphi} = \tilde{\varphi} E \varphi, \tilde{\varphi} E \tilde{\varphi}\}$.
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1 Introduction

We use the following terminology.

Let $S$ be an alphabet with finite elements. Let $S^*$ and $\tilde{S}$ stand respectively for the free monoid and the free group generated by $S$. The empty word $\varepsilon$ is their neutral element. Let $S^\omega$ be the set of sequences (or infinite words), indexed by $\mathbb{N}$ ($0 \in \mathbb{N}$ by convention), on $S$.

If $w \in S^*$ is a word, we denote by $|w|$ its length and, for a letter $a \in S$, by $|w|_a$ the number of occurrences of the letter $a$ in it. Let $P(w)$ stand for the vector $(|w|_a)_{a \in S}$, called the Parikh vector of $w$.

A word $v$ is a factor of a word $w$, written $v \prec w$, if there exist $u, u' \in S^*$, such that $w = uvu'$. We say that $v$ is a prefix (resp. suffix) of a word $w$, and then we write $v \triangleright w$ (resp. $w \triangleright v$), if there exists $u \in S^*$ such that $w = vu$ (resp. $w = uv$).

The notions of prefix and factor extend in a natural way to infinite words. The language of length $n$ of $w$, denoted by $\Omega_n(w)$ ($\Omega_n$ for short if no confusion), is the set of all factors of length $n$ of $w$.

If $v \prec w$, where $w = w_0w_1 \cdots w_n \cdots$ (with $w_i \in S$) is a finite word or a sequence, $v$ is said to occur at place $m$ in $w$ if $w_mw_{m+1} \cdots w_{m+|v|-1} = v$. In this case, we also say that $m$ is a place where $v$ occurs in $w$.

Let $w = w_0w_1 \cdots w_{n-1} \in S^*$, where $w_i \in S$. The mirror word $\overline{w}$ of $w$ is defined to be $\overline{w} = w_{n-1} \cdots w_1w_0$. A word $w$ is called a palindrome if $w = \overline{w}$.

A morphism $\tau : S^* \rightarrow S^*$ is called a substitution of $S^*$. Since $\tau$ is determined by its images on letters, we always denote the substitution by the vector $(\tau(a))_{a \in S}$. We denote by $F_\tau$ any one of the fixed points of $\tau$ (i.e. $\tau(F_\tau) = F_\tau$), if it exists, and by $M_\tau$ the matrix $(P(\tau(a))^t)_{a \in S} = (|\tau(b)|_a)_{a,b \in S}$ (where the superscript $t$ means the transposition of a vector) called the matrix of the substitution $\tau$. A substitution is said to be primitive if its matrix is.

Let $w = w_0w_1 \cdots w_{n-1} \in S^*$ ($w_i \in S$), we denote by $w^{-1}$ the inverse word of $w$, that is $w^{-1} = w_{n-1}^{-1} \cdots w_1^{-1}w_0^{-1}$. Let $w = uv$, then $wv^{-1} := u$ and $u^{-1}w := v$ by convention.
Let \( w = w_0w_1 \cdots w_{n-1} \in S^* \) (with \( w_i \in S \)) and \( 0 \leq k < |w| \), we define the \( k \)-th conjugate of \( w \) by \( C_k(w) := x_k \cdots x_{n-1}x_0x_1 \cdots x_{k-1} \). The set of conjugates of \( w \) is defined by \( C(w) := \{ C_k(w); 0 \leq k < |w| \} \). A word \( w \in S^* \) is said to be primitive if \( w = w^p \) with \( p \in \mathbb{N} \) implies \( p = 1 \), in other words, if the conjugates of \( w \) are distinct (See [2] for example).

Let \( w \in \tilde{S} \), we denote by \( \iota_w \) the inner isomorphism \( u \mapsto uwu^{-1} \). If there exists a \( w \in S^* \) such that \( \phi = \iota_w \tau \) or \( \tau = \iota_w \phi \), we say that \( \phi \) is conjugate to \( \tau \) and write \( \phi \sim \tau \).

Two sequences \( s \) and \( t \) are said to be locally isomorphic if, for any factor \( w \) of \( s \), either \( w \) or its mirror \( \overline{w} \) is a factor of \( t \) and vice versa.

## 2 Two-Letter Case

We consider the two-letter alphabet \( S = \{a, b\} \) case in this section.

### 2.1 The Fibonacci sequence and substitution

Define \( \sigma = (ab, a) \), called the Fibonacci substitution. Its fixed point

\[
\xi = abaababa\cdots
\]

is called the Fibonacci sequence.

For \( n \geq 0 \), define \( F_n = \sigma^n(a) \). Thus \( F_0 = a, F_1 = ab, \cdots \) And \( F_{-1} = b \) by convention.

Easy to see that \( |F_n| = l_n \), where \( \{l_n\} \) is the Fibonacci numbers, defined by \( l_{n+2} = l_{n+1} + l_n \) and \( l_0 = l_{-1} = 1 \).

Put, for \( n \geq -1 \), \( w_n = \alpha F_n \beta^{-1} \), where \( \beta \) is the last letter of \( F_n \), and \( \alpha \) is another letter in the alphabet. Thus \( w_{-1} = a, w_0 = b, w_1 = aa, \cdots \)

**Proposition 2.1.** For \( n \geq -1 \), \( w_n \) is a palindrome, and

\[
\Omega_{l_n} = C(F_n) \cup \{w_n\}.
\]

The word \( w_n \) is called the \( n \)-th singular word of the Fibonacci sequence.

**Theorem 2.2.** We have

\[
\xi = w_{-1}w_0w_1w_2\cdots := \prod_{j=-1}^{\infty} w_j.
\]
Let \( s = s_0 s_1 s_2 s_3 \cdots \) be a sequence, \( u \) be a factor of \( s \). Suppose that \( u \) occurs in \( s \) at places \( p \) and \( q \) (\( p < q \)), then the distance between the two occurrences is defined to be the difference \( q - p \). If the distance between any two (distinct) occurrences of \( u \) is larger than or equal to (resp. strictly larger than) the length of \( u \), we say that \( u \) is separated (resp. positively separated) in \( s \).

**Theorem 2.3.** For any \( n \geq 0 \),

1. \( w_n \) is positively separated in \( \xi \);
2. Let \( \xi = z_0 w_n z_1 w_n z_2 w_n \cdots \) be the factorization of \( \xi \) which exhausts all the occurrence of \( w_n \) in \( \xi \), then \( z_0 = \prod_{j=1}^{n-1} w_j \), and \( z = z_1 z_2 \cdots \) is the Fibonacci sequence over the new alphabet \( \{ w_{n+1}, w_{n-1} \} \).

The above factorization is called the singular factorization of the Fibonacci sequence.

As applications, the properties of the singular word—in particular, the positively separated property of the singular words—can be used in the study of the power of the factors, the local isomorphism problem, the study of the special words, the overlap of the factors, etc. The reader is referred to [13] for more details.

### 2.2 Invertible substitutions

We denote by \( \text{Aut}(\tilde{S}) \) the group of automorphisms of \( \tilde{S} \). It is known [5, 7] that \( \text{Aut}(\tilde{S}) \) is generated by the following three special automorphisms

\[
\sigma = (ab, a), \quad \pi = (b, a), \quad \phi = (a, b^{-1}).
\]

If a substitution is also in \( \text{Aut}(\tilde{S}) \), it is called an invertible substitution. The set of invertible substitutions is a monoid, and the monoid is denoted by \( \text{IS}(S) \).

**Theorem 2.4.** ([12]) \( \text{IS}(S) \) is generated by the three substitutions \( \pi = (b, a), \sigma = (ab, a), \) and \( \rho = (ba, a) \): \( \text{IS}(S) = \langle (b, a), (ab, a), (ba, a) \rangle \).

Likewise, for an invertible substitution, one can define the singular words, and then consider the singular factorizations. The reader is referred to [11] for more information.

Also the reader can find the applications of singular factorizations in [6].

On the local isomorphism problem of invertible substitutions, one has
Theorem 2.5.  ([14]) Let $\varphi_1$ and $\varphi_2$ be two invertible primitive substitutions having $\xi_1$ and $\xi_2$ as fixed points respectively. Then the following assertions are equivalent:

1. $\xi_1$ and $\xi_2$ are locally isomorphic;
2. there exist a primitive substitution $\varphi$, and integers $m, n$ such that $M^m_{\varphi_1} = M^n_{\varphi_2}$.

2.3 Sturmian sequences

A sequence $s$ is called Sturmian if, for any $n \in \mathbb{N}$, the number of its factors of length $n$ is exactly $n + 1$. The sequence $s$ is said to be balanced if, for any pair $u, v$ of factors of $s$ with the same length, one has $| |u|_a - |v|_a | \leq 1$. The sequence $s$ is ultimately periodic, if there exist $u, v \in S^*$ such that $s = uvuvu \cdots = uv^\infty$.

Proposition 2.6. A sequence is Sturmian if and only if it is balanced and not ultimately periodic.

There are many other equivalent definitions of Sturmian sequences. An excellent description of Sturmian sequences can be found in Chapter 2 in the book [3].

A substitution $\tau$ is called Sturmian if $\tau(\xi)$ is a Sturmian sequence for any Sturmian sequence $\xi$. And all the Sturmian substitutions form a monoid, and this monoid coincides with the monoid of invertible substitutions [4, 12]. This implies, in particular, that the fixed point (if any) of an invertible substitution is a Sturmian sequence (except for the following substitutions: $(ab^n, b)$ which fixes $ab^\infty$, and $(a, ba^n)$, which fixes $ba^\infty$; these substitutions are not primitive and their fixed points are ultimately periodic).

The singular words and singular factorization of general Sturmian sequences are studied in [1].

2.4 Invertible substitutions and Sturmian sequences

As we mentioned above, there are many equivalent definitions of Sturmian sequences. One of them is the following: Consider the intersections of a line $y = \alpha x + \beta$ ($\alpha > 0, \beta \in [-\alpha, 1]$) with the lines of grid with nonnegative coordinates. Code the intersection points one by one in the following way: code it by 0 if the $y$-coordinate of the point is an integer, code it by 1 otherwise. If the point is a lattice point, we agree to code it by 01 or 10 (See [3]). Then we get a so-called cutting sequence.

On the other hand, a fixed point of an invertible substitution is Sturmian, thus there is a line $y = \alpha x + \beta$ associated with this substitution. In [9], given an invertible substitution, we determine the line.
3 Three-Letter Case

Now we consider the three letter case: $S = \{a, b, c\}$.

3.1 The Tribonacci sequence and substitution

The Tribonacci sequence is a natural generalization of the Fibonacci sequence.

The substitution $\sigma = (ab, ac, a)$ (recall that this means $\sigma(a) = ab, \sigma(b) = ac, \sigma(c) = a$) is called the Tribonacci substitution and its fixed point $\xi = abacabaabacababacabaabac\cdots$ is called the Tribonacci sequence.

Denote the words $A_n = \sigma^n(a); \quad B_n = \sigma^n(b); \quad C_n = \sigma^n(c).$

By convention, $A_0 = a$ and $A_{-1} = c$ (thus $\sigma(A_{n-1}) = A_n$ for $n \geq 0$). Define the number sequence $\{f_n\}_{n \geq -1}$ as $f_n = f_{n-1} + f_{n-2} + f_{n-3}$ ($n \geq 2$) with $f_{-1} = f_0 = 1$ and $f_1 = 2$. Then $|A_n| = f_n$.

Define the words $D_n, E_n, F_n$ as follows.

$$D_n = A_{n-1}A_{n-2}\cdots A_2A_1A_0, \quad A_n = D_{n-1}E_n = D_{n-2}F_n.$$  

Then one shows that $D_n$ is a palindrome, and

**Theorem 3.1.** The set of factors of length $f_n$ ($n \geq 2$) can be divided into the following three classes:

- $\Omega^0_n = \{\text{conjugates of } A_n\}.$
- $\Omega^1_n = \{\text{factor of length } f_n \text{ of the word } \alpha^{-1}E_nD_{n-1}E_n\alpha^{-1}\}.$
- $\Omega^2_n = \{\text{factor of length } f_n \text{ of the word } \beta^{-1}E_{n+1}D_{n-2}E_{n+1}\beta^{-1}\}.$

Where $\alpha$ is the last letter of $E_n$ and $\beta$ is the first letter of $E_{n+1}$. Moreover, the 3 classes are pairwise disjoint, and each $\Omega^i_n$ ($i = 0, 1, 2$) is closed under the operation of taking mirror, i.e. $\Omega^i_n := \{\overline{w} ; \ w \in \Omega^i_n\} = \Omega^i_n$.

The words in $\Omega^1_n$ and $\Omega^2_n$ are called singular words. In Fibonacci case, given a length, there is only one singular word, but in Tribonacci case, there are two classes of singular words, thus the situation is much more complicated.

**Theorem 3.2.** For $n \geq 1$, any factor in $\Omega^1_n$ or $\Omega^2_n$ is positively separated.

One can also consider the singular factorization and the applications, see [10] for more details.
3.2 Invertible substitutions

The structure of the monoid of invertible substitution over 3 letters is much more complicated. We know that in 2-letter case, the monoid is finitely generated. But in 3-letter case, there are infinitely many so-called indecomposable substitutions, thus

Proposition 3.3. ([15]) *The monoid of invertible substitution over 3 letters is not finitely generated.*

Fortunately, one can show that

Theorem 3.4. ([8]) 1. Let \( \sigma \in IS(S^*) \) be an invertible substitution. Then there exist \( w \in S^* \) or \( w^{-1} \in S^* \), \( \sigma_1, \ldots, \sigma_k \in \{ \pi_1, \pi_2, \phi_l, \phi_r \} \), where \( \pi_1 = (b, a, c) \), \( \pi_2 = (c, b, a) \), \( \phi_l = (ba, b, c) \), \( \phi_r = (ab, b, c) \), such that

\[
\sigma = t_{w^{-1}} \circ \sigma_1 \circ \cdots \circ \sigma_k.
\]

2. Let \( M \) be a \( 3 \times 3 \)-matrix of non-negative integral coefficients. \( M \) is the substitution matrix of some invertible substitution if and only if it is a finite product of non-negative elementary matrices.

3.3 Open problems

**QUESTION 1** The complexity of the fixed point of an invertible substitution.

**QUESTION 2** The singular words for general invertible substitutions.

**QUESTION 3** Local isomorphism problem for 3 letters.

**QUESTION 4** Generalization of Sturmian sequences in high dimension.

**QUESTION 5** The structure of monoid of invertible substitutions over 4 or more letters.
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